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Abstract

Evaluating long-form Al-generated content remains challenging
due to the lack of standardized methodologies that robustly align
with human judgment across formats such as articles, blogs, and
essays. We introduce HALF-Eval, a scalable framework that com-
bines structured, checklist-based evaluation with machine learning
aggregation to assess key quality dimensions, including creativity,
impact, coherence and relevance. Our approach leverages regres-
sion models trained on human-annotated data to synthesize check-
list scores into holistic quality classifications, enabling automated
yet human-aligned assessments. Experimental results demonstrate
that HALF-Eval improves the quality of generated articles by 16%
and blogs by 13%, while generalizing effectively to essays. The
framework delivers actionable feedback for content refinement and
maintains interpretability through its checklist structure. HALF-
Eval advances human-centric evaluation systems and offers a robust
foundation for scalable quality control in Al-generated long-form
content.
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1 Introduction

Large Language Models (LLMs) have achieved significant success
across diverse natural language processing (NLP) tasks, including
natural language generation. Recent advancements have spurred
interest in generating long-form text, which encompasses writ-
ten, audio, or visual materials that exceed conventional length
standards [Bai et al. 2024b; Zhou et al. 2023]. Written long-form
content, for example, typically surpasses 1,000 words and is val-
ued for its depth and comprehensive analysis [Yang et al. 2023].
Strategically incorporating long-form content into digital commu-
nication yields several benefits. From a search engine optimization
(SEO) perspective, it enhances visibility by increasing audience
engagement and improving search rankings [Ouyang et al. 2022].
Additionally, it builds trust with audiences by establishing the con-
tent creator as a thought leader through high-quality, authoritative
information [Pavlik 2023]. The versatility of long-form content
allows for repurposing across multiple platforms, such as info-
graphics or video snippets, and contributes to a valuable resource
library that aids both current and potential customers in making
informed decisions [Pavlik 2023]. Its depth and lasting relevance
ensure sustained engagement and traffic over time.

Al-driven tools have revolutionized long-form content creation
by enabling efficient generation of blog posts, articles, and other
formats. These tools, based on transformer architectures [Vaswani
et al. 2023], produce lengthy content at unprecedented speeds, mak-
ing them ideal for organizations seeking scalable solutions to meet
growing content demands [An et al. 2023]. However, while Al
excels in speed and scalability, it often lacks the nuanced under-
standing required for high-quality content creation. Despite these
limitations, Al offers advantages such as reduced operational costs
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and optimized content performance through integrated SEO strate-
gies [Yang et al. 2023].

To advance research in long-context modeling, establishing re-
liable benchmarks for evaluating LLM performance in generating
long-form text is critical. Such benchmarks facilitate systematic
assessment and comparison of different models’ capabilities in han-
dling extended content. This study introduces HALF-Eval (Human-
Aligned Long-Form Evaluation), a framework designed to assess
creative long-form content, including articles and blogs. HALF-
Eval establishes an open-ended methodology inspired by Bloom’s
Taxonomy to evaluate texts exceeding 1,000 words [Conklin 2005].
Its contributions include checklist-based evaluations aligned with
human assessment criteria [Banerjee and Lavie 2005] and scalable
methodologies for new content types. The framework is readily
adaptable to non-English languages, thereby contributing to the
broader field of natural language processing.

The key contributions of this work are as follows:

o Arobust and deterministic checklist-based evaluation method
for assessing open-ended content.

o Alignment of evaluation criteria with human judgment stan-
dards to improve assessment fidelity.

o A data-driven feedback mechanism designed to iteratively
enhance Al-generated content.

e Scalable and generalizable evaluation methodologies capable
of supporting emerging content types.

The remainder of this paper is organized as follows: Section 2
reviews the significance of long-form content in digital communica-
tion and existing evaluation methods. Section 3 outlines the human-
aligned strategy and experimental design for assessing long-form
content, along with evaluation metrics and performance results.
Section 5 summarizes the findings and discusses future research
directions.

2 Related Work

The evaluation of long-form Al-generated content builds on method-
ologies spanning content creation frameworks, benchmarking stan-
dards, and quality assessment techniques. Prior work in structured
content generation emphasizes three phases: hypothesis formula-
tion, topic planning, and iterative production [An et al. 2023], with
storytelling identified as critical for enhancing engagement [Shao
et al. 2024]. Post-production refinement requires rigorous editing
for accuracy [Yang et al. 2023] and cultural localization through
expert collaboration [Ouyang et al. 2022], underscoring the com-
plexity of aligning automated systems with human standards.

Recent benchmarks such as SCROLLS [Shaham et al. 2022], Ze-
roSCROLLS [Shaham et al. 2023], and LongBench [Bai et al. 2024a]
have advanced the evaluation of long-context LLM capabilities, yet
face challenges like data contamination [Golchin and Surdeanu
2024]. Complementary frameworks like L-Eval [An et al. 2023]
and BigGenBench [Kim et al. 2024b] extend evaluation to diverse
domains but struggle with subjective quality dimensions. While
analogy-based methods [Wijesiriwardene et al. 2023] and chunked
evaluation [Ivgi et al. 2022] address specific aspects, they often
neglect holistic content coherence.

Factuality assessment has seen progress through multi-step ver-
ification pipelines [Kim et al. 2024a; Wei et al. 2024] and atomic
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evaluation metrics [Min et al. 2023], though these methods are
resource-intensive and poorly suited for creative content. Checklist-
driven approaches [Que et al. 2024; Tan et al. 2024] offer practical
solutions but lack scalability across content types. The continued
use of metrics such as BLEU [Papineni et al. 2002], despite known
limitations in aligning with human judgment [Wang et al. 2023],
underscores the importance of developing human-grounded evalu-
ation frameworks.

HALF-Eval addresses these gaps by integrating checklist-based
quality dimensions (depth, coherence, relevance) with human-aligned
ML aggregation. Unlike prior work focused on factuality [Rosati
et al. 2024] or task-specific benchmarks [Dong et al. 2024], our
framework provides a scalable, extensible methodology for di-
verse long-form content while mitigating biases inherent in LLM-
dependent evaluation [Xu et al. 2023].

3 Experimental Setup

Our experimental setup is designed to rigorously evaluate the HALF-
Eval framework for long-form Al-generated content. The HALF-
Eval framework employs a systematic approach to evaluate long-
form Al-generated content through a two-stage evaluation process.
Our experimental methodology is designed to ensure robust mea-
surement and improvement of content quality, even with limited
initial data.

Content Generation and Evaluation Stages: Stage 1 involves
comprehensive content assessment through a six-dimension check-
list covering creativity, interest, coherence and relevance qualities.
This evaluation is conducted either by trained human annotators
or LLM judges. Stage 2 utilizes a lightweight regressor that learns
weights over these facet scores to produce both a numerical quality
rating (1-10 scale) and a binary high/low classification.

The process is structured into the following phases:

(1) Content Generation: We generate long-form texts using
state-of-the-art LLMs and standardized prompts spanning
multiple genres.

(2) Human Evaluation: Trained annotators independently as-
sess each sample using a structured checklist framework.

(3) Metrics: HALF-Eval evaluates content across four key di-
mensions—Creativity, Interest, Coherence, and Relevance—as
well as an aggregated quality score.

(4) Model Training and Validation: Regression models are
trained on annotated data and validated on held-out samples
to predict overall content quality.

(5) Prompt Fine-Tuning and Content Improvement: Evalu-
ation feedback is used to iteratively refine content generation
prompts.

(6) Scaling to Emerging content types: Extend evaluation
framework across diverse content types.

The framework’s design prioritizes reproducibility and cost ef-
ficiency by combining inexpensive LLM scoring with a simplified
linear model architecture. This approach enables effective quality
assessment while maintaining practical implementation require-
ments for real-world applications. This methodology provides a
structured foundation for measuring and improving Al-generated
content quality, offering a balanced approach between comprehen-
sive evaluation and practical implementation constraints.
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3.1 Content Generation

We constructed a multi-format corpus through systematic sampling
and augmentation. High-quality base content was generated using
Claude-Sonnet 3.5 (temperature=1.0, topP=0.9) [cla 2024], resulting
in 200 articles and blogs (1,000-2,000 words) from diverse prompts.
Negative samples were produced via three degradation strategies:
(1) semantic perturbations through contradictory LLM rewrites (see
Appendix .5), (2) automated linguistic modifications—including 15%
character-level spelling errors, case randomization, and paragraph
shuffling—and (3) collection of open-access web texts with inherent
quality variance. The dataset was further augmented with 200 es-
says from the ASAP Automated Essay Scoring dataset!, normalized
to 1-10 ratings using min-max scaling.

The final balanced corpus equally represents four categories:
high-quality LLM-generated content, LLM-perturbed degraded out-
puts, linguistically modified texts, and web-sourced materials. All

texts were converted to 512-dimensional embeddings using al1-mpnet-base-v1

sentence transformers [Reimers and Gurevych 2019], and check-
list scores were standardized via RobustScaler. Stratified splitting
preserved category distributions across partitions: 70% for training,
20% for testing, and 10% for validation. Human quality annotations
(see Section 3.2) provided ordinal supervision labels (1-10 scale)
aligned with subjective quality judgments.

3.2 Checklist-Based Human Annotation

To reduce subjectivity and enhance reproducibility, we follow a
structured checklist for each evaluation criterion. Annotators assign
scores on a standardized scale, guided by detailed rubrics to ensure
consistent application across diverse content types. This approach
enables granular feedback and supports both human and automated
aggregation.

A team of trained annotators evaluates a representative sample of
Al-generated articles, blogs, and essays. Their checklist scores serve
as ground-truth labels for training regression models, which aggre-
gate individual criterion scores into holistic quality classifications.
This machine learning component enables scalable, automated eval-
uation while maintaining alignment with human judgment.

Each sample is independently evaluated by three English-proficient
annotators, compensated at $50 per hour. Annotators provide both
continuous overall quality scores and detailed per-criterion assess-
ments (e.g., coherence, relevance, evidence support) using standard-
ized rubrics. Inter-annotator agreement is assessed using Cohen’s
k [Cohen 1960] and intra-class correlation coefficients (ICCs) [Shrout
and Fleiss 1979] (see Appendix .4). Final scores are computed as the
arithmetic mean of annotator ratings, with missing ratings imputed
conservatively as 1.0. While some scoring disagreements remain (a
direction for future work), the processed labels exhibit sufficient
consistency for effective model training.

3.3 Metrics and Analysis

HALF-Eval structures evaluation using a Key Performance Indi-
cator (KPI) framework, categorizing criteria based on established
heuristic text generation practices [Venkatraman et al. 2025]. Each
content sample is systematically evaluated on:
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e Creativity and Originality: Uniqueness of ideas and cre-
ative elements.

o Interest and Impact: Ability to capture and sustain reader
attention.

e Coherence and Consistency: Logical flow, narrative struc-
ture, and internal consistency.

¢ Relevance: Alignment with the prompt or intended topic.

e Overall: Aggregated quality of the presented information.

These KPIs are evaluated with flexible checklist questions for each
content type as listed in Appendix Section .2. We also report im-
provements in content quality via aggregated checklist scores and
inter-annotator agreement. Comparative analyses across content
types demonstrate generalizability.

For model performance, we use Mean Absolute Error (MAE)
when ground-truth annotations are available:

N
1 d
_ pre test
MAE = N ;_1 ly;  —y™ (1

where N is the number of samples, y? d the predicted score, and
ygeSt the human-annotated score. Lower MAE indicates closer align-
ment with human judgment.

When ground-truth labels are unavailable, we report the Positive-
Content-Rate (PCR), the proportion of content classified as high
quality:

1 N
PCR= ; I(label; = 1) )
where I is the indicator function and label; the predicted class.
We also generate granular KPI-related metrics (e.g., originality,
coherence, relevance) to support robust empirical analysis.

3.4 Training Pipeline

Our training pipeline predicts long-form content quality by lever-
aging human-annotated checklist scores and overall assessments
as supervision signals. Each sample is encoded using structured
checklist features and semantic embeddings from both content
and prompts. The primary regression model learns the mapping
between checklist criteria (c;) and overall human quality scores:

n
content_score(S) = Z wici + € (3)
i=1
where w; are learned weights for each checklist item (scaled 1-10),
and € is the residual error.

We systematically evaluate four feature configurations: (i) check-
list scores only, (ii) content text embeddings with checklist scores,
(iii) prompt embeddings with checklist scores, and (iv) content text
embeddings alone. Multiple model architectures are benchmarked,
including Linear Regression, Random Forests, Gradient Boosting,
and Feed-Forward Neural Networks, all initialized with default
hyperparameters.

Feature importance analysis identifies which checklist criteria
most strongly influence predicted quality, informing future feed-
back loops. For classification, quality labels are binarized using the
median overall score from the training set. The resulting models
support both continuous score prediction and binary classification,
enabling scalable, automated evaluation of generative Al outputs.
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3.5 Scoring Pipeline

To enable automated quality assessment when human-annotated
checklist scores are unavailable, we introduce a two-step scoring
framework based on the LLM-as-a-Judge (LLMJ) paradigm [Zheng
et al. 2023]. The pipeline first uses LLMJ (Nova-Pro, Tempera-
ture=0.05) [Services 2025] to predict checklist scores for each con-
tent sample via a comprehension-style prompt (see Appendix .6).
Predicted checklist scores are then input into the pre-trained regres-
sion model, which aggregates them to produce an overall quality
score and binary high/low quality label.

LLMJ outputs are structured for compatibility and interpretabil-
ity. While this approach enables scalable evaluation, it introduces
challenges such as API rate limits and output variability. We validate
the hybrid pipeline by comparing LLMJ-derived scores with human-
annotated ground truth, quantifying alignment using established
metrics [Roucher 2025].

3.6 Prompt Fine-tuning

After training a robust evaluator, we iteratively improve content
quality by refining prompts. As shown in Figure 1 (last panel), con-
tent batches are generated and evaluated, and writing instructions
are updated to address gaps in low-performing dimensions (e.g.,
if "Originality" scores are low, prompts are adjusted to emphasize
originality).

3.7 Evaluation Generalization

To extend our evaluation framework across diverse content types in-
cluding reports, newsletters, and essays we introduce three scalable
methodologies. These approaches leverage both machine learning
and LLM techniques to address variability in style, tone, and struc-
ture. Initial models are developed for high-priority content types,
with scaling strategies as follows: (i) Nearest Neighbor Mapping,
assigning new types to the most similar evaluated category [Lau
and Biedermann 2020]; (ii) Similarity Ranking, generating weighted
aggregate scores from the top-k most similar types; and (iii) Content
Clustering, grouping content into clusters for robust generalization.

This design ensures the HALF-Eval framework maintains human-
aligned quality standards as it adapts to new content types, with
periodic updates to reflect evolving LLM capabilities and content
trends.

All feature pre-processing and supervised model training were
performed on CPU resources. The scoring pipeline leverages Ama-
zon Bedrock for LLM inference and is executed on an AWS Sage-
Maker Studio notebook instance (ml.t3.large, CPU).

4 Results

Section 4.1 presents evaluation results for Articles, while Section 4.2
and Section 4.3 report findings for Blogs and Essays, respectively,
focusing on the performance of scalable evaluation methodologies.

4.1 Article

For non-fiction educational and informative articles, model perfor-
mance was evaluated using checklist scores (Q1-Q7) as primary
features. As shown in Table 4, models trained exclusively on these
checklist scores achieved a mean absolute error (MAE) of 0.82, out-
performing models that relied on text or prompt embeddings alone.
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Figure 2: Score distributions for Articles [left] and Blogs
[right] comparing Human Annotations, HALF-Eval, and
LLM].

Among the regressors tested, the Random Forest model yielded the
lowest MAE (see Table 5), effectively capturing non-linear feature
interactions and demonstrating efficient utilization of the checklist-
based inputs.

An analysis of feature importance (Figure 8) identified Q6 "suf-
ficient length, detail, and evidence" as the most significant predic-
tor of article quality. This finding underscores the critical role of
comprehensiveness and evidence-based reasoning in high-quality
educational content. The predicted checklist scores were subse-
quently aggregated by the trained regression model to produce
overall quality scores. Applying a threshold at the 50th percentile
(score = 7.0), articles were classified as either high or low quality.

As illustrated in Figure 2, the score distributions generated by
HALF-Eval closely mirror the broader variance observed in human
annotations, in contrast to the narrower and generally more lenient
ratings produced by LLMJ. This broader distribution enables more
effective discrimination of lower-quality content, a distinction less
apparent in LLMJ evaluations. However, as summarized in Table 9,
MAE analysis indicates that HALF-Eval does not further reduce
prediction error compared to the baseline. Notably, checklist-based
feedback primarily highlighted deficiencies in Q6 (insufficient de-
tail) and Q4 (weak coherence), providing actionable insights for
iterative content refinement.

Prompt Fine-tuning: As indicated in Table 1, content quality
was particularly low in the areas of interest and coherence. To
address these gaps, the content generation prompt was refined,
resulting in a 16% improvement in overall quality. For example, the
revised prompt explicitly emphasized the need for sufficient length,
thorough detail, and comprehensive evidence:
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“Is the generated content not only sufficiently long
and complete but also thoroughly detailed, ensuring
each argument is extensively explained and supported
by comprehensive evidence?”

4.2 Blog

Blogs, which are typically characterized by an informal and con-
versational tone, were evaluated using the checklist-based method-
ology outlined in Section 3.3. Among the regression models tested,
Linear Regression achieved the highest predictive accuracy for blog
quality, with a mean absolute error (MAE) of 0.075 (see Table 7).
Feature importance analysis (Figure 9) revealed that Q2—"depth
vs. generic content"—was the most influential factor in determin-
ing perceived blog quality. This finding underscores the value of
substantive, non-generic perspectives in effective blog writing. To
distinguish between high- and low-quality content, a classifica-
tion threshold of 7.33 was established based on the distribution of
human-aligned scores.

Each blog post’s checklist scores were processed through the
trained regression model to generate overall quality predictions.
As shown in Figure 2[right], HALF-Eval’s predicted score distribu-
tion closely matched that of human annotations and outperformed
LLMJ, which tended to assign inflated ratings (see Table 1). The
integration of human-driven aggregation and calibration meth-
ods resulted in a lower MAE compared to naive LLM]J averaging,
highlighting the importance of calibration for reliable automated
evaluation. Qualitative analysis of prediction errors indicated that
low-quality blogs frequently suffered from generic perspectives
and a lack of novel insights (Q2), providing actionable feedback for
content refinement.

Prompt Fine-tuning: Initial evaluations identified creativity
and coherence as areas in need of improvement. To address these
issues, the prompts were refined to explicitly encourage the in-
clusion of unique perspectives and concise, naturally structured
sentences. These prompt enhancements led to a substantial increase
in content quality, with average scores rising from 7.83 to 8.93—a
13% improvement.

Table 1: HALF-EVAL: Content quality measurement: (B)efore
and (A)fter prompt Fine-tuning for Article, Blog and Essay.

Article Blog Essay

B A |B A |B A
Creativity and Originality 8.08 9.0 7.38 7.88 | 477 8.85
Interest and Impact 6.76 836 | 8.47 9.03 | 388 8.22
Coherence and Consistency 6.67 8.89 | 7.44 85 |3.84 8.26
Relevance 7.81 9.32 825 9.16 | 4.65 8.98
Overall 756 878 | 7.83 8.98 | 470 8.49
PCR (%) 750 1000 | 62 100 |0 100

4.3 Scaling Results for Essays

Essays, characterized by their structured argumentation and evidence-
based analysis, present unique evaluation challenges compared to
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blogs or articles, primarily due to their emphasis on logical rigor
and analytical depth. To address these challenges, we validated our
scalable evaluation framework on essay content using three distinct
methodologies:

(1) Nearest Neighbor Mapping: Essays were classified as most
analogous to articles, which resulted in a marginally higher
MAE compared to evaluations performed with article-specific
LLMJ models.

(2) Similarity Ranking: Accuracy was improved by weighting
predictions, assigning 70% influence to article models and
30% to blog models, thereby leveraging the strengths of both
content types.

(3) Content Clustering: This approach reinforced structural paral-
lels between essays and articles by grouping them within the
same content clusters, facilitating more robust evaluation.

As shown in Table 10, the Similarity Ranking-based HALF-Eval
scaling approach achieved a lower MAE than LLM]J-based evalua-
tions. These results demonstrate that similarity-driven methodolo-
gies effectively capture essay-specific qualities such as argumenta-
tive depth and evidentiary rigor. This aligns with recent research
emphasizing the necessity for evaluation frameworks that accom-
modate the unique structural and analytical demands of academic
writing.

Prompt Fine-tuning;: Initial assessments indicated low content
quality across all key performance indicators (KPIs). To address
this, the HALF-Eval feedback loop was utilized to refine prompt
instructions, with a focus on enhancing interest and coherence.
The revised prompts included questions such as: Is there sufficient
depth, or is the content too generic?”, Does the writing maintain
a clear and engaging tone?”, and “Is the generated content consis-
tently engaging, highly original, novel, and compelling to readers?”
Implementation of these prompt updates led to a substantial im-
provement in content quality, with average scores increasing from
4.7 to 8.49.

4.4 Other Validation

Statistical Validation: To assess the alignment between model pre-
dictions and human annotations, we conducted a Wilcoxon signed-
rank test comparing the distributions of predicted and human-
assigned scores. For both articles and essays, no statistically signif-
icant differences were observed (p > 0.05; see Table 9) in overall
score from HALF-EVAL, supporting the null hypothesis (Hp) of dis-
tributional equivalence. In contrast, for blogs, the null hypothesis
was rejected (p < 0.05), suggesting that the model’s performance is
limited by insufficient training data, particularly in the lower score
regions.

Ungrounded Evaluation: HALF-Eval feedback identified re-
current deficiencies in specific key performance indicators (KPIs),
such as "interest" and "coherence" for articles, "creativity” and "co-
herence" for blogs, and nearly all KPIs for essays. These insights
informed targeted revisions to the content generation instructions,
with an emphasis on increasing length, detail, and overall sub-
stantive quality. Following these prompt refinements, the Positive
Content Rate (PCR) improved substantially across all content types:
increasing from 75% to 100% for articles, from 62% to 100% for blogs,
and reaching 100% for essays.



LLM4ECommerce Workshop at KDD °25, August 4, 2025, Toronto, ON, Canada

In summary, the framework’s strong alignment with human
judgment across content types establishes a scalable foundation
for evaluating diverse Al-generated formats, addressing the ongo-
ing need for robust, domain-sensitive assessment in generative Al
research.

5 Conclusion

This work presents a checklist-driven evaluation framework that
achieves robust alignment with human assessment standards, en-
abling precise and scalable classification of Al-generated long-form
content. The Human-Aligned Long-Form Evaluation (HALF-Eval)
system advances automated content assessment through two key
contributions: (i) human-calibrated weighting mechanisms that
prioritize evaluation criteria based on empirical importance, (ii) the
integration of human judgment patterns via prompt fine-tuning for
nuanced quality improvement. Notably, human-annotated check-
list scores are required only during the training phase, allowing
the framework to operate fully automatically when scoring new,
unseen content. Empirical results demonstrate substantial improve-
ments in content quality 13% for articles and 16% for blogs while
maintaining generalizability across diverse content types, such as
essays.

These findings have important implications for the development
of future AI content generation and evaluation systems. The suc-
cess of checklist-based, human-aligned assessment in capturing
nuanced quality dimensions including depth, coherence, and rele-
vance provides a reproducible blueprint for evaluating emerging
content formats. Furthermore, the demonstrated effectiveness of
similarity-ranking methods for essay evaluation underscores the
adaptability of the framework to new domains while preserving
alignment with human standards.

6 Limitations

The proposed framework, while offering a structured approach to
LLM-generated content evaluation, faces several significant limi-
tations that warrant careful consideration. Primary among these
is the dataset’s fundamental limitations, including the absence of
explicit user persona specifications and temporal context, which are
essential for accurately evaluating personalized or time-sensitive
content. The research combines high-quality LLM-generated con-
tent with artificially degraded samples through semantic perturba-
tions and linguistic modifications, which may not reflect realistic
quality variations in real-world content. Additionally, the use of a
high-performing LLM generator may introduce a positive quality
bias, complicating objective evaluation and potentially skewing
performance metrics.

A significant concern lies in the human annotation process,
which introduces considerable noise into the system. The data
shows extremely poor inter-annotator agreement, along with nega-
tive ICC values, indicating fundamental reliability issues with the
ground truth labels. The reliance on single-evaluator annotations
per sample introduces potential for individual bias and limits the
reliability of baseline assessments, as reflected in the observed data
quality issues.

The framework itself presents inherent constraints that affect its
reliability. Evaluation outcomes remain sensitive to subjectivity, as
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checklist-based scoring, while standardized, can vary significantly
across annotators. The framework’s dependence on the capabilities
and output stability of the underlying LLM introduces additional
constraints, including susceptibility to API rate limits and model
updates. Furthermore, the accuracy of overall content scores is
contingent on the quality of initial checklist predictions, meaning
early-stage errors can propagate through the evaluation pipeline.

7 Future Work

The advancement of Al-generated text evaluation requires several
critical research directions that build upon our current checklist-
driven framework. Our findings indicate the need for a more robust
and comprehensive evaluation ecosystem that addresses current
limitations while anticipating future challenges.

Primary focus areas include expanding content diversity and
implementing multi-annotator protocols. The evaluation pipeline
must adapt to diverse domains, including educational resources,
commercial blogs, and technical documentation, while capturing
domain-specific quality criteria. Multilingual adaptation represents
another crucial development path, requiring culturally sensitive
checklist items and cross-lingual evaluation [Doddapaneni et al.
2024] models to facilitate assessment across languages and regions,
addressing the current gap in non-English evaluation.

Interactive and dynamic evaluation protocols present the next
frontier, particularly in assessing content quality during multi-turn
human-model interactions [Lee et al. 2024]. These protocols will
provide deeper insights into model behavior and user experience
over time. Additionally, enhancing human annotation practices
through improved training and consensus-building mechanisms
will strengthen ground-truth label validity. The integration of multi-
modal evaluation, particularly in domains requiring visual elements,
necessitates new metrics for text-image coherence and joint seman-
tic alignment [Yang et al. 2024].

Further validation requires comparison against stronger learned
judges such as Prometheus and L-Eval, along with testing on larger,
human-written and multilingual datasets. Personalization strate-
gies must also be developed to incorporate user-specific context,
including demographics and interaction history. These improve-
ments, combined with robust bias mitigation strategies and hybrid
human-AlI pipelines, will create a more comprehensive and adaptive
evaluation framework that better serves real-world Al applications.

8 Impact Statement

The increasing reliance on Al for long-form content generation
by creators and organizations presents substantial challenges in
balancing scalable quality evaluation with human-aligned stan-
dards. Existing solutions are hampered by three critical gaps: (1)
inefficient manual assessment processes that elevate costs and limit
the granularity of actionable feedback, (2) unreliable detection of
LLM-generated biases-including factual inaccuracies and cultural
stereotypes-and (3) systemic inequities that advantage users with
access to advanced LLM APIs over resource-constrained creators.
These limitations risk propagating low-quality or biased outputs,
eroding user trust, amplifying misinformation, and introducing
fragility into content pipelines due to API dependencies.
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The HALF-Eval framework directly addresses these challenges
by automating human-aligned quality assessment through struc-
tured checklists and regression modeling. This approach reduces
evaluation costs, improves content depth and coherence via targeted
feedback, and provides a scalable, reproducible methodology for
diverse content types. However, the framework also introduces new
risks. Its current focus on English-language content and checklist-
driven metrics may inadvertently marginalize non-English creators
and homogenize content styles, reinforcing language and cultural
biases present in LLM training data. Dependency on LLM APIs
further risks perpetuating Western-centric norms and exacerbating
access inequities.

We have documented our datasets, models, and evaluation proto-
cols to facilitate transparency, reproducibility, and external scrutiny.
We acknowledge the importance of ongoing bias mitigation, inclu-
sive evaluation design, and responsible artifact release to minimize
potential harms. To the best of our knowledge, this work does not
pose foreseeable risks of societal harm or misuse; rather, it aims
to advance responsible, equitable, and human-aligned evaluation
practices in generative AL. We encourage future research to address
language inclusivity, personalization, and cross-cultural adapta-
tion to further broaden the positive impact of automated content
evaluation systems.
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Table 2: Article - Checklist Question
Category Checklist

Does the generated article fully align with the writing prompt, thoroughly and creatively
respond to its content, and consistently capture and enhance its intended theme, tone,
nuances, and deeper meanings throughout, while adding depth and originality to the
prompt’s concept?

Creativity and Originality

Is the generated article consistently engaging, highly original, and novel, compelling

readers to continue reading with a strong desire for more due to its captivating and
intriguing narrative?

Is the generated content so highly persuasive, with compelling arguments, credible evidence,
and convincing reasoning throughout, that after reading the entire content, you are unable to
find any points to refute the arguments presented?

Interest and Impact

Does the generated article comprehensively address the thesis, present thoroughly
developed arguments with substantial evidence, conclude in a convincing manner,
and consistently maintain rigorous logical coherence and alignment of viewpoints
throughout?

Coherence and Consistency

Does the generated text aligns with the given prompt ?
Relevance Is the generated content not only sufficiently long and complete but also thoroughly detailed,
ensuring each argument is extensively explained and supported by comprehensive evidence?"
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Table 3: Blog - Checklist Question

Category

Checklist

Creativity and Originality

Does the content provide a unique perspective?

Interest and Impact

Is there depth, or is it too generic?
Does the writing have a clear, engaging tone?

Coherence and Consistency

Are sentences concise and naturally structured?

Is storytelling used effectively?

Relevance Does the content fully answer the prompt and stay on-topic?
Table 4: Article: Feature Selection
Model Train Features Output MAE
LinearRegression Individual Checklist Scores Over-All-Score  0.821
LinearRegression Individual Checklist Scores + prompt +text Over-All-Score 1.521
LinearRegression Prompt + Text Over-All-Score  1.691
LinearRegression Text + Individual Checklist Scores Over-All-Score  1.847
LinearRegression Prompt + Individual Checklist Scores Over-All-Score  1.911
Table 5: Article: Model Selection
Model Features Output MAE
RandomForestRegressor Individual Checklist Scores  Over-All-Score  0.659
GradientBoostingRegressor Individual Checklist Scores  Over-All-Score  0.665
Ridge Individual Checklist Scores  Over-All-Score  0.815
LinearRegression Individual Checklist Scores  Over-All-Score  0.821
DecisionTreeRegressor Individual Checklist Scores  Over-All-Score  0.826
Lasso Individual Checklist Scores  Over-All-Score  1.227
ElasticNet Individual Checklist Scores  Over-All-Score  1.227
Table 6: Blog: Feature Selection
Model Train Features Output MAE
LinearRegression Individual Checklist Scores Over-All Score  0.08
LinearRegression Text + Individual Checklist Scores Over-All Score  0.20
LinearRegression prompt + Individual Checklist Scores Over-All Score  0.21
LinearRegression prompt + text + Individual Checklist Scores  Over-All Score  0.27

Sulbha Jain
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Table 7: Blog: Model Selection

Model Train Features Output MAE
LinearRegression Individual Checklist Scores  Over-All Score  0.075
RandomForestRegressor Individual Checklist Scores  Over-All Score  0.075
FeedForwardNeuralNetwork Individual Checklist Scores Over-All Score 0.076
GradientBoosterRegression  Individual Checklist Scores Over-All Score  0.08

Table 8: Annotator Agreement

Content Type k-cappa ICC1
Article 0.296 -0.997
Blog 0.162 -0.495

Table 9: HALF-EVAL-KPI: Evaluation KPIs with ground truth. Essays did not have the KPI level ground truth.

Article Blog Essay

Ground truth vs HALF-EVAL

MAE p-val 95%CI | MAE p-val 95%CI | MAE p-val 95%CI

Creativity and Originality 206 0.24 0.74 117 0.11 0.63 - - -
Interest and Impact 3.5 0.03 0.75 1.71 0.0 1.02 - - -
Coherence and Consistency 3.93  0.03 0.85 1.77  0.28 1.27 - - -
Relevance 2.14  0.46 0.5 2.16  0.03 0.98 - - -
Aggregate Score-HALF-EVAL  1.43 0.1 0.33 ‘ 2.04 0.04 1.13 ‘ 314 0.71 0.25
Aggregate Score-LLM] 128 033 029 | 201 002 112 | 429 00 046
Table 10: Scaling Result: Essay
Essay

Metric MAE p-val 95%CI

Aggregate Score-Similarity 3.14 071 0.25

Aggregate Score-Nearest Neighbor 3.21  0.31  0.25

Aggregate Score-Cluster 321 031 0.25

Aggregate Score-LLM] 429 0.0 0.46
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1. Apply

- Change
- Remove
- Remove
- Remove
- Remove
- Remove
- Remove
- Change

- Change
2. When

Apply

You are tasked with adding perturbation to the given blog content
according to specific guidelines. Your goal is to modify the text
while maintaining a similar word count. Here's what you need to do:

the following perturbation guidelines to the content:

- Add random words
- Add meaningless words

words to synonyms
SEO-optimized keywords
insights and details
references and citations
introduction

summary and conclusion
quantitative data

the order of sentences

- Paraphrase heavily

the syntactic structure
applying these perturbations:

Ensure that the overall word count remains similar to the
original content

the perturbations randomly throughout the text

- Make sure the resulting text is still readable, albeit less
coherent and informative than the original

3. After applying the perturbations, provide the modified content
as your output. Do not include any explanations, comments, or
additional text.

4. Important: Your response should contain ONLY the perturbed
content. Do not include any other text, explanations, or
formatting outside of the content itself.

Begin the perturbation process for the following content and
provide only the modified content as your output.

<content> {{CONTENT}} </content>

.5 Perturbation Prompt
.6 Checklist predictor: LLM-as-a-Judge
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You are an expert creative content evaluator. Your task is to
analyze the given {{content_type}} based on the provided
checklist of questions and generate a detailed evaluation
report in JSON format.

Input Parameters:

1. User prompt: {{user_prompt}}

2. Content text: [{{content_text}}]

3. List of questions: [{{list_of_questions}}]

Please evaluate the {{content_type}} by:
Answering each question from the checklist
Providing a Yes/No for each criterion
Providing a score (0-10) for each criterion
Giving a brief reason for each score
Calculating an overall score as average of all
criteria (0-10)

g w N =

Present your evaluation in the following JSON format:

{ "{{COL_PROMPT}}": "The original user prompt",
"gq1": "Original questioni1",

"gl_response": "No",

"gl_score": 0.0,

"g1_reason": "Reason for the score",

"g2": "Original Question2",

"g2_response": "Yes",

"g2_score": 10.0,

"g2_reason": "Reason for the score",
"{{COL_AGGREGATE_SCORE}}": 9,

"summary": "A brief summary of the evaluation" }

Guidelines for Yes/No:
- No: When content text does not meet the criterion
- Yes: When content text meets the criterion

Guidelines for scoring:

- 0-3: Poor/Unsatisfactory

- 4-6: Average/Needs Improvement
- 7-8: Good

- 9-10: Excellent

Ensure that:
1. Each score is justified with a clear,
specific reason
2. The evaluation is objective and based on the
{{content_type}}'s content
3. Recommendations are actionable and specific
4. The general feedback summarizes the key strengths
and areas for improvement

Please provide your evaluation based on these parameters.
DO NOT GIVE ANYTHING ELSE OTHER THAN THE JSON OUTPUT
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